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1 Introduction

In addition to the phenomenological approach of studying heat and mass diffusion using empirical equations, there also exist numerous methods for modeling such nonequilibrium phenomena from a first-principle standpoint with each restricted to its own applicable set of spatial and temporal scales. At the macroscopic level, continuum nonequilibrium thermodynamics with the local equilibrium assumption is used but cannot generally be applied at atomistic/mesoscopic scales since the small dimensions of the system result in quantum and for that matter classical effects that the continuum assumption cannot address. Moreover, nonequilibrium processes in the far-from-equilibrium realm make the application of the continuum formulation of nonequilibrium thermodynamics, i.e., the so-called Onsager formulation (e.g., see Ref. [1]), questionable due to its underlying assumption of linearity or near-equilibrium behavior. Furthermore, each specific set of spatial and temporal scales usually entails a different kinematic and dynamic description of system state and its motion. Thus, a general approach which could provide a thermodynamic analysis of nonequilibrium evolution, especially that far-from-equilibrium, across different spatial and temporal scales has been lacking, even though the general system properties of energy and entropy are well defined [2] and their evolutions observable.

To arrive at a general study of nonequilibrium state evolution (i.e., of the entropy generation process), a mathematical framework with a single kinematic and dynamic description that crosses all the temporal and spatial scales and accounts for both nonequilibrium and classical effects is needed. At the same time, retaining the advantage of the equilibrium thermodynamic approach, which is able to provide system property information phenomenologically, is also desirable as is providing thermodynamic features of system state and state evolution in the sense of a nonequilibrium relaxation pattern (in the sense of GENERIC [3,4]), which captures the complex and detailed dynamic balance of particles or quantum states independent of the exact details of the micromechanical interactions taking place. Such a framework must also avoid the computational burdens inherent to existing methods based on mechanics (e.g., the Boltzmann equation [5] and molecular dynamics [6]) or quantum mechanics (e.g., “open-system” quantum thermodynamics [7]) that require detailed interaction information of particles or quantum states.

A mathematical framework that meets these requirements is that of SEAQT [8–13]. It can be used to model nonequilibrium processes (even those far-from-equilibrium) from the atomistic to the macroscopic level [14–19]. SEAQT bases its framework on properties well defined at all scales for equilibrium as well as nonequilibrium states such as the energy, particle number, and entropy [2]. The nonlinear dynamics of state evolution are characterized by the entropy generation, which results from the principle of steepest entropy ascent (SEA). This principle forms the basis of the equation of motion that tracks the evolution of energy and...
entropy in state space. Using the concept of hypo equilibrium state (i.e., a nonequilibrium relaxation pattern), the nonequilibrium trajectory of system state evolution for a large range of initial conditions can be fully described [16–18,20]. In this way, the thermodynamic analysis of both reactive and nonreactive nonequilibrium phenomena, including heat and mass diffusion, can be studied within a single framework. This characteristic of SEAQT enables the comparative study of nonequilibrium trajectories for coupled and uncoupled heat and mass diffusion at different spatial scales. In addition, SEAQT is a first-principle, thermodynamic ensemble based approach, which views the nonequilibrium relaxation process from the point of view of an ensemble entity and as a result avoids the computational burdens inherent to existing mechanical approaches. Its equation of motion is, thus, able to provide trajectories in thermodynamic state space independent of the mechanical details of the relaxation process, i.e., of the details of specific microscopic interactions. Nonequilibrium features of system behavior are nonetheless clearly revealed.

In this paper, how concentration and system size influence the heat and mass diffusion process is illustrated. Note that the SEAQT framework requires no assumptions of equilibrium nor of near-equilibrium. Furthermore, system energy eigenstructure changes and entropy generation play key roles since system dimensions influence the eigenstructure, while the eigenstructure determines the topology of eigenstates that can be accessed by any given thermodynamic state at any instant of time along the nonequilibrium trajectory of state evolution. Size and concentration effects can, thus, be studied from the point of view of thermodynamics. The present study focuses on the effects of concentration and system size on the kinetics of the nonequilibrium state evolution, specifically, the trajectory in thermodynamic state space. The discussion is limited to the condition that the temperature is sufficiently high and the concentration of the particle is not too great so that Bose–Einstein condensation does not occur. These conditions will be relaxed in future studies but do not impact the generality of the theory described here. Results for fermions and bosons are included here. Two kinds of size effects are presented, i.e., those due to concentration and those due to volume.

This paper starts with an introduction of the SEAQT equation of motion in Sec. 2. Next, the important concepts of the kinetics and dynamics of the nonequilibrium evolution are presented in Sec. 2.1. This is followed by an illustration of hypo equilibrium and nonequilibrium intensive properties in order to give a complete description of the nonequilibrium state evolution in Sec. 2.2. Section 3 then provides a discussion of how interactions between systems are captured within the SEAQT framework followed by results from the application of the SEAQT framework to the prediction of the heat and mass diffusion of fermion and boson systems in Sec. 4. Section 5 then ends with some conclusions.

2 SEAQT Equation of Motion

2.1 SEAQT Equation of Motion. In this section, the system and state description in SEAQT is given, and the equation of motion is presented. According to the discussion by Grmela et al. [3,4,21] and Beretta and coworkers [12,22], a nonequilibrium framework is a combination of both irreversible relaxation and reversible symplectic dynamics in general. The equation of motion takes the generalized form of the Ginzburg–Landau equation [3,22]

\[
\frac{d\theta(t)}{dt} = \chi_{H0}^\theta + Y_{H0}^\theta \tag{1}
\]

where \(\theta(t)\) represents the state evolution trajectory and \(\chi_{H0}^\theta\) and \(Y_{H0}^\theta\) are the functions of the system state \(\theta(t)\) and represent the reversible symplectic dynamics and irreversible relaxation process, respectively. In the SEAQT framework, the system is defined by the Hamiltonian \(H\), the system state is represented by the density operator \(\hat{\rho}\) (or probability distribution in phase space [18]), \(\chi_{H0}^\theta\) follows the Schrödinger equation (or Louisvile’s equation [18]), and \(Y_{H0}^\theta\) is derived from the SEAQT principal. To describe the evolutionary process, we use conservation laws to construct the equation of motion, following the approach given by Ref. [23]. The result is

\[
\frac{d\hat{\rho}}{dt} = \frac{1}{i\hbar} [\hat{\rho}, \hat{H}] + \frac{1}{\tau} \mathcal{D} \tag{2}
\]

where the first term is the Schrödinger term, and the second the dissipation term. If the system is in a pure (zero-entropy) state initially, i.e., \(\hat{\rho} = \hat{\rho}_0\), the equation of motion reverts back to the Schrödinger equation of quantum mechanics. If the system is in a so-called mixed (nonzero-entropy) state initially and \(\hat{\rho}\) is diagonal in the energy eigenstate basis, \(\rho\) corresponds to a classical probability distribution in energy, and \(\hat{H}\) commutes with \(\hat{\rho}\) so that the reversible term goes to zero even though \(\hat{\rho}\) may not be a Maxwellian distribution among the energy eigenlevels. The state evolution of such a mixed-state operator cannot be captured by the reversible Schrödinger term and is instead given by the second term to the right of the equals, the dissipation term, which captures the probability redistribution toward the Maxwellian distribution. The dissipation term is constructed using a set of operators called the “generators of the motion.” Each generator corresponds to one of the conservation laws to which the system is subjected. For example, an isolated system is subject to two conservation laws, probability normalization and energy conservation, so that the generators of the motion are \(\{\hat{H}, \hat{\rho}\}\), which are the identity operators \((\text{Tr}(\hat{H}, \hat{\rho}) = 1)\) and the Hamiltonian \((\text{Tr}(\hat{H}, \hat{\rho}) = \text{energy})\). For the case when \(\hat{\rho}\) is diagonal in the energy eigenstate basis, i.e., only dissipation term is active, the equation of motion takes the form [10]

\[
\frac{dp_k}{dt} = \frac{1}{\tau} \left[ -p_k \ln p_k \begin{pmatrix} s \langle \langle s \rangle \rangle \\ \langle e \rangle \\ \langle e^2 \rangle \end{pmatrix} \right] \frac{1}{\tau} D_k(p) \tag{3}
\]

where the \(p_k\) are the diagonal terms of \(\hat{\rho}\), each of which represents the probability of the system being in the \(k\)th energy eigenlevel, \(\gamma_k\) is the energy eigenvalue of the \(k\)th eigenlevel, \(p\) is the vector \(\{p_k\}\), \(\langle \cdot \rangle\) is the expectation value of the property given \(\hat{\rho}\), and \(\tau\) is the relaxation time. The equation of motion, which generally consists of an infinite number of ordinary differential equations, can be solved using the concept of hypo equilibrium state and/or the density of states method, both of which were developed by Li and von Spakovsky [16]. A brief introduction to the concept of hypo equilibrium state is given in Sec. 2.3.

2.2 Nonequilibrium Evolution: Kinetics and Dynamics. In general, the equation of motion for a system with a given group of conservation laws takes the following form:

\[
\frac{dp_k}{dt} = \frac{1}{\tau(p)} D_k(p) \tag{4}
\]

where \(D_k\) and \(\tau\) can be a function of \(p\). Defining a new parameter \(\tilde{\tau}\), such that

\[
\frac{d\tilde{\tau}}{dt} = \frac{1}{\tau(p(t))} \frac{d\tau}{dt}, \quad \text{or} \quad \tilde{\tau} = \int_{p_{0}}^{p} \frac{1}{\tau(p')} dp' = \tilde{\tau}(t) \tag{5}
\]

where \(\tilde{\tau}\) is the dimensionless time, the independent variable for the equation of motion can be changed so that
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\[ \frac{dp_k}{d\tau} = D_k(p) \quad (6) \]

The solution for this equation is written as
\[ p_k = p_k(\tau) \quad (7) \]

No matter how the relaxation time \( \tau \) depends on the real time \( t \) and the state, the equation of motion can always be transformed to Eq. (6) with the parameter change defined by Eq. (5). Furthermore, the evolution of system state follows the same function (Eq. (7)) in \( \tau \). Physically, this means that it follows the same thermodynamic trajectory in state space.

By doing the preceding, the kinetics of the system evolution is found via Eqs. (6) and (7) and results in a unique trajectory in state space based on the parameter \( \tau \). This trajectory gives the intermediate states through which the system passes during state relaxation and the sequence in which they occur. The dynamics is found via Eq. (4) and the functional dependence \( \tau = \tau(p) \) and results in the same trajectory in state space but this time based on the real time \( t \). In this paper, a constant relaxation time \( \tau \) calculated via kinetic theory is used (see Sec. 3.2). A constant \( \tau \) allows a discussion on the kinetics of the system state evolution, which can be regarded as a thermodynamic property of the system’s nonequilibrium evolution. Generally, the relaxation time \( \tau \) is determined based on the microscopic interactions or phenomena causing the relaxation [17]. However, no matter what kind of microscopic interaction causes the relaxation, a system’s nonequilibrium state evolution follows the same trajectory, one decided by its eigenstructure and the geometry of its system state space. In this way, the thermodynamic features of relaxation are revealed without going into the detailed microscopic mechanics of the system.

2.3 Nonequilibrium State and State Evolution Description: Hypoequilibrium. The thermodynamic features of the nonequilibrium relaxation process generated by the SEAQT framework have a number of useful characteristics, which allow a unique and complete description of each nonequilibrium state via a set of intensive properties (as opposed to via a distribution function). Moreover, the definition of each nonequilibrium intensive property is fundamental relative to the laws of thermodynamics rather than phenomenological. Such a description is based on the key concept of hypoequilibrium state developed by Li and von Spakovsky [16,17], which is a direct result of the SEA principle. The physical meaning of hypoequilibrium state is that for a system in a nonequilibrium state, if a subset of its energy eigenlevels are in mutual equilibrium (i.e., the probability distribution for these levels is a Maxwellian distribution) that subset of levels will remain in mutual equilibrium throughout the entire state evolution of the system (i.e., the probability distribution of that subset remains Maxwellian). Thus, a process of relaxation can be described as follows. For any initial state (a distribution of probabilities among the energy eigenlevels), the eigenlevels can always be regrouped into many subsets such that in every subset the probability distribution is a Maxwellian distribution with a given intensive property (e.g., temperature) [16,20]. However, the different subsets are not necessarily in mutual equilibrium with each other. During the system relaxation process, the energy eigenlevels in one subset evolve together to reach mutual equilibrium with the other subsets. The concept of hypoequilibrium state is, thus, well defined for any state of the system and is fundamental and, therefore, much more general than the local equilibrium assumption. The latter discretizes a global system into many small local systems, each of which is assumed at a phenomenological level to approximately be in a state of equilibrium. In contrast, the hypoequilibrium concept permits each local system to be represented by a nonequilibrium state (even on far-from-equilibrium) for which the probability distribution is a non-Maxwellian distribution. In this section, the mathematical representation of hypoequilibrium is given using a system whose state can be characterized by energy and particle number and a Maxwellian distribution with the intensive properties of temperature and chemical potential. For proofs and a more detailed discussion on the hypoequilibrium state concept, the reader is referred to Refs. [16,17], and [20].

For a given system represented by an energy eigenlevel set \( \Omega = \{ (\varepsilon_i, N_i) \} \), where each energy eigenlevel is represented by a pair of energy and particle number eigenvalues, the system can be divided into \( M \) subsystems \( \Omega_i = \{ (\varepsilon_{i1}, N_{i1}), \ldots, (\varepsilon_{iN_i}, N_{iN_i}) \} \) and \( \Omega = \cup_i \Omega_i \). For a system with \( E \) and \( N \) conserved (or only \( E \) conserved), if the probability distribution in each subsystem yields to a grand canonical distribution (or canonical distribution), the system is designated as being in an \( M \)-order hypoequilibrium state. A hypoequilibrium state of order 1 corresponds to a state in stable equilibrium. The former discretizes a global system into many small subsystems with parameters \( \{ \varepsilon_i, N_i \} \). An \( M \)-th order hypoequilibrium state takes the following form:

\[ \forall i = 1, 2, \ldots, M, \; \rho_i(t) = e^{\beta_i \varepsilon_i - \gamma_i N_i}, \; k = 1, 2, \ldots, w_i \quad (8) \]

where \( \beta_i \) and \( \gamma_i \) are the parameters, \( \rho_i \) is the total probability in subsystem \( i \), and \( e^{\beta_i \varepsilon_i - \gamma_i N_i} \) is the grand partition function of the subsystem with parameters \( \beta_i \) and \( \gamma_i \). The grand partition function is written as

\[ \Xi(\beta_i, \gamma_i) = \sum_{k=1}^{w_i} e^{-\beta_i \varepsilon_i + \gamma_i N_i} \]

For a given \( M \)-th order hypoequilibrium state, the intensive properties of the subsystems can be represented by \( \beta_i \) and \( \gamma_i \), or equivalently using the temperature \( T_i \) and chemical potential \( \mu_i \) defined by

\[ T_i = \frac{1}{k_B \beta_i}, \quad \mu_i = \gamma_i T_i \quad (10) \]

A \( M \)-th order hypoequilibrium state can then be represented by a division \( \{ \Omega_i = \{ (\varepsilon_i, N_i) \}, \; i = 1, \ldots, M \} \) of the system and a corresponding triplet set \( \{ (\rho_i, \beta_i, \gamma_i) \}, \; i = 1, \ldots, M \} \). The intensive property set \( \{ (T_i, \mu_i) \}, \; i = 1, \ldots, M \} \) is a generalization of the definition of intensive property at stable equilibrium \( (T^{eq}, \mu^{eq}) \), which is also a first-order hypoequilibrium state. Li and von Spakovsky proved in Ref. [16] that if a system begins in an \( M \)-th order hypoequilibrium state, it will remain in an \( M \)-th order hypoequilibrium state throughout the state evolution as long as the same subsystem division is maintained. Thus, the time evolution of the distribution takes the following form:

\[ \forall i = 1, 2, \ldots, M, \; \rho_i(t) = \frac{p^{(i)}_k(t)}{\Xi(\beta^{(i)}_k, \gamma^{(i)}_k)} e^{\beta^{(i)}_k \varepsilon_i - \gamma^{(i)}_k N_i}, \; k = 1, 2, \ldots, w_i \quad (11) \]

The intensive property set \( \{ (T^{(i)}_i, \mu^{(i)}_i) \}, \; i = 1, \ldots, M \} \) is also well defined throughout the entire evolution, and the system evolution can also be represented by the evolution of the triplet set \( \{ (\rho^{(i)}_k(t), \beta^{(i)}_k(t), \gamma^{(i)}_k(t)) \}, \; i = 1, \ldots, M \} \) for a total of only \( 3M \) variables.

3 SEAQT for Interacting Systems

3.1 Heat and Mass Interactions. The equation of motion is designed to study the nonequilibrium relaxation process of an isolated system. However, since interacting systems can be viewed as a composite isolated nonequilibrium system of subsystems whose interactions cause the relaxation process of the composite, the SEAQT equation of motion calculate can be used to determine
the evolution of these interacting systems as well. Furthermore, if the states of the subsystems of the composite are themselves not represented by a grand canonical (or canonical) distribution (i.e., they are in nonequilibrium states), higher order hypoequilibrium states [16,20] can be applied and used to study the composite system and its subsystem interactions.

The SEAQT framework, thus, explains these interactions on the basis of thermodynamics. This contrasts with other nonequilibrium approaches, which attempt to predict the nonequilibrium relaxation process on the basis of mechanical microscopic interactions. It also contrasts with traditional thermodynamics, which necessarily limits its description to quasi-equilibrium processes and the near-equilibrium realm. The SEAQT framework, on the other hand, is able to not only describe these processes and this realm but also nonquasi-equilibrium processes (e.g., see Ref. [18]) and the far-from-equilibrium realm as well [14–20].

Now, consider two interacting systems (systems $a$ and $b$). The composite system is not in stable equilibrium, and its state is represented by the probability distributions $\{p_{a}^{b}\}$ in system $a$ and $\{p_{b}^{b}\}$ in system $b$ together. There are four conservation laws: probability normalization of system $a$, probability normalization of system $b$, energy conservation of the composite system, and particle number conservation of the composite system. Based on SEA and the conservation laws, $\{\hat{p}, \hat{p}, \hat{H}, \hat{N}\}$ serve as the generators of the motion and the equation of motion for system $a$ takes the following form [20,23]:

$$\frac{dp_{a}^{b}}{dt} = \frac{1}{\tau} \left[ -p_{a}^{b} \ln p_{a}^{b} C_{1} + p_{a}^{b} C_{2} + \delta_{b}^{b} p_{a}^{b} C_{4} + N_{b}^{a} p_{a}^{b} C_{4} \right]$$

(12)

where $\langle \cdot \rangle^{a/b}$ is the expectation value of a property in system $a/b$, and $\langle \cdot \rangle = \langle \cdot \rangle^{a} + \langle \cdot \rangle^{b}$ is the expectation value of the total property of the composite system. The numerator of the fraction to the right of the equals can be expanded by the elements of the first row and their cofactors such that

$$\begin{align*}
det &= -p_{a}^{b} \ln p_{a}^{b} C_{1} + p_{a}^{b} C_{2} + \delta_{b}^{b} p_{a}^{b} C_{4} + N_{b}^{a} p_{a}^{b} C_{4} \\
C_{2} &= -x^{b}, \quad C_{4} = -\beta, \quad C_{4} = -\gamma
\end{align*}$$

(13)

where $C_{3}$, $C_{2}$, $C_{4}$, and $C_{4}$ are the cofactors of the first line of the determinant. By defining

$$\begin{aligned}
\frac{C_{3}^{a}}{C_{1}^{a}} &= -x^{a}, \quad \frac{C_{3}^{b}}{C_{1}^{b}} = -\beta, \quad \frac{C_{4}^{a}}{C_{1}^{a}} = -\gamma
\end{aligned}$$

(14)

the equation of motion transforms to

$$\frac{dp_{a}^{b}}{dt} = \frac{1}{\tau} \left[ -p_{a}^{b} \ln p_{a}^{b} - p_{a}^{b} x^{a} - \delta_{b}^{b} p_{a}^{b} \beta - N_{b}^{a} p_{a}^{b} \gamma \right]$$

(15)

If the two systems are in stable equilibrium states, the composite system is in a second-order hypoequilibrium state. Li and von Spakovsky [20] have proven that the conclusions in Sec. 2.3 relative to the hypoequilibrium state still hold for the composite system. Thus, the time evolution of the two systems takes the following form:

$$\begin{aligned}
\text{System } a(b) : &\quad p_{a}^{b}(t) = e^{-\int_{0}^{t} \beta^{b}(s) dt} \frac{e^{\int_{0}^{t} \gamma^{b}(s) ds}}{\int e^{\int_{0}^{t} \beta^{b}(s) ds + \gamma^{b}(s) ds}} \\
&\quad \Xi^{a}(p_{a}^{b}(t), \gamma^{b}(t))
\end{aligned}$$

(16)

The time evolution of $\beta^{a}(t)$, $\beta^{b}(t)$, $\gamma^{a}(t)$, and $\gamma^{b}(t)$ can be solved from the equation of motion for intensive properties [20], such that

$$\begin{align*}
system a(b) : &\quad \frac{d\beta^{b}(t)}{dt} = \frac{1}{\tau} (\beta^{b}(t) - \beta(t)) \\
\quad &\quad \frac{d\gamma^{b}(t)}{dt} = \frac{1}{\tau} (\gamma^{b}(t) - \gamma(t))
\end{align*}$$

(17)

(18)

where $\beta$ and $\gamma$ are given by Eq. (14). For the general form where two systems are in nonequilibrium states, the reader is referred to the detailed discussion given in Ref. [20].

### 3.2 Relaxation Time $\tau$. Depending on which type of interaction is of interest, the relaxation time $\tau$ can be estimated using fundamental transport information such as a diffusion coefficient, a chemical reaction rate constant [16,19], or a viscosity. The self-diffusion coefficient is used here. If we assumed that diffusion dominates the relaxation of the system, the relation between the system relaxation time and its self-diffusion coefficient $D_{ab}$ is derived in Ref. [16] is given by

$$\tau = \frac{(\delta x)^{2}}{2D_{ab}}$$

(19)

where $\delta x$ is the distance between the centers of the interacting systems (approximated by the dimension of system $a$ here) and $D_{ab} = D_{ab}(P, T)$ is a function of the pressure $P$ and the temperature $T$. The dependence of the diffusion coefficient on temperature for gases is acquired by using the Chapman–Enskog theory. For the binary diffusion of $A$ and $B$, the diffusion coefficient takes the form

$$D_{AB} = \frac{0.0018583T^{3/2}}{P \sigma_{AB} \Omega}$$

(20)

where $P$[atm] is the pressure, $T[K]$ is the temperature, $M_{A}$ and $M_{B}$ are the standard atomic weight, $\sigma_{AB}[\text{Å}]$ is the average collision diameter, and $\Omega$ is a temperature-dependent collision integral. In the study below of the self-diffusion of Helium-3, the parameters of $A$ and $B$ are both chosen to be that of the Helium-3 molecule, while $\sigma_{AB}[\text{Å}]$ and $\Omega$ are both taken from tabulated data [24]. For simplicity, the self-diffusion coefficient for Helium-3 is used to get the order of magnitude for a constant $\tau$. For Helium-3 at 1 atm and 300 K, $\tau \approx 10^{-3}$ s [21]. In order to study the indistinguishable effect of Helium-3 and Helium-4 on the thermodynamic trajectories predicted minus the influence of the isotope mass effect on relaxation time (see Eq. (20)), dimensionless time is used in the results.

### 3.3 Many Particle System. For a many particle system, the occupation number representation is used, and the state space is a Fock space, which is the sum of $N$-particle state spaces [25]. The $N$-particle basis state is $|n_{1}, n_{2}, n_{3}, ..., n_{N}\rangle$. The space spanned by the occupation number basis is the Fock space $\mathcal{F} = \oplus_{N=0}^{\infty} \mathcal{F}_{N}$, where $\mathcal{F}_{N} = \text{span}(|n_{1}, n_{2}, n_{3}, ..., n_{N}\rangle |\sum n_{i} = N\rangle$. For independent particles, the occupation number basis is also the energy eigenlevels of the Hamiltonian. The occupation number $n_{i}$ is the particle number distributed in single-particle energy eigenlevels $\nu_{i}$ with values of

$$\begin{align*}
\text{fermions : } &\quad n_{i} = 0, 1 \\
\text{bosons : } &\quad n_{i} = 0, 1, 2, ...
\end{align*}$$

(21)

(22)

In order to get system properties, the grand partition function is calculated, which is defined by
The properties for system $a$ are then given by

$$
\langle N \rangle^a = \mp \frac{V}{2\lambda_T^2} (2s + 1)L_{1/2}(\mp e^{-\beta})
$$

(30)

$$
\langle e \rangle^a = \mp \frac{3}{2\lambda_T^2} \frac{V}{2s + 1} (2s + 1)L_{1/2}(\mp e^{-\beta})
$$

(31)

$$
\langle s \rangle^a = k_B \left( \frac{5}{2} \ln \Xi^a + \gamma^a \langle N \rangle^a \right)
$$

(32)

$$
\langle e^2 \rangle^a = \left( \langle e \rangle^a \right)^2 + \frac{15}{4\beta^2} \ln \Xi^a
$$

(33)

where fermions take the minus sign and bosons the plus sign. The properties for system $b$ have the same form. These properties are used to calculate the $\beta$ and $\gamma$ in Eq. (14). From Eq. (38), one can arrive at the expression for the particle number concentration, namely,

$$
\rho^{(b)} = \mp \frac{(2s + 1)L_{1/2}(\mp e^{-\beta})}{2\lambda_T^2}
$$

(38)

where again fermions take the minus sign and bosons the plus sign. It should be noted that the restrictions on concentration and temperature (Eq. (26)) employed here are only used to obtain a simple expression for the partition function (Eq. (27)) and do not in anyway limit the generality of the theory nor the thermodynamic conclusions described in Secs. 2 and 3.1. When condition (26) does not hold (e.g., in the case of Bose–Einstein condensation), one can evaluate the partition function using Eq. (24) and apply the SEAQT framework in the same way illustrated previously. Applications of this framework for more general conditions will be presented in future studies.

4 Results and Discussion

The SEAQT model is applied to study the size effects on heat and mass diffusion. The discussion of size effects focuses on their influence on the thermodynamic properties or kinetics of the relaxation process since the results are shown in dimensionless time. There are two ways for quantum mechanics to influence the thermodynamic properties of the system. One is from the fact that energy eigenlevels are discrete at temperatures close to or lower than the characteristic temperature for a given energy mode (e.g., that of translation, rotation, vibration, etc.). The other is from the indistinguishable feature of a particle, where statistical correlations are important. The results presented here are limited to the realm where Eq. (26) holds, i.e., where the temperature is significantly higher than the characteristic temperature for translation.
(condition #2 of Eq. (26)) and the chemical potential is not too low (condition #1 of Eq. (26)) so that the system is in the weak degenerate realm. For strong degenerate effects, such as with Bose–Einstein condensation (i.e., $e^c/\gamma \ll 1$ or $e^c/\gamma \gg 1$), Eq. (27) needs an additional term for the energy ground state, but this is left for a future paper. Nonetheless, the indistinguishable feature of the particles still influences the nonequilibrium relaxation process in this realm when $e^c$ is not too large ($e^c \ll 10^3$) or $e^c/\gamma$ is not too small ($e^c/\gamma > 10^{-3}$). Furthermore, since the temperature is much higher than the characteristic translational temperature, the quantum effect from discrete energy eigenlevels is not studied here and is also left for a future paper. For the discrete case, the summation in Eq. (24) could not be calculated by the polylogarithm function.

The particle number evolutions and temperature evolutions for bosons and fermions are shown in Figs. 1–4. The temperatures of system $a$ and system $b$ are chosen to be 300 K and 1000 K, respectively. In Figs. 1 and 2, the $e^c$ of system $a$ and system $b$ are chosen to be 1.2 and 1.5, respectively. In Figs. 3 and 4, the $e^c$ of system $a$ and system $b$ are chosen to be $1.2 \times 10^5$ and $1.5 \times 10^5$, respectively. The solid line is for the interacting boson systems, and the dashed line is for the interacting fermion systems. In order to make a comparison, in all the four figures (Figs. 1–4), fermions and bosons are assumed to have the same particle mass $m_{He^3}$ and the same box size of $10^{-3}$ m. This comparison also necessitates removing the degenerate influence, which requires that the particle number, Eq. (30), for system $a$ and the particle number for system $b$ be divided by their respective degeneracies, which for a single particle with spin $s$ is $2s + 1$. From these four figures, one can observe that the difference in the behavior of fermions and bosons decreases as $e^c$ increases which in turn means that the concentration (Eq. (38)) decreases. At the low concentration limit, $e^c \gg 1$, both fermions and bosons go back to being classical particles.

In Figs. 5 and 6, four cases for the boson systems are modeled in order to study the effect due to concentration changes. The temperatures of the two systems are those for Figs. 1–4. $(e^c_a, e^c_b)$ are chosen to be $(1, 1.2, 1.5, 1200, 1500)$, $(12, 15)$, and $(1.2 \times 10^5, 1.5 \times 10^5)$, where the difference $e^c_a - e^c_b$ remains the same. It can be observed that the concentration effect influences the thermodynamic trajectory of the nonequilibrium evolutions via changes in $\gamma$ (chemical potential) or equivalently via changes

![Fig. 2 Particle number evolutions for the boson systems (solid line) and that for the fermion systems (dashed line). The concentration is high, because $e^c \sim 10$.](image)

![Fig. 3 Temperature evolutions for the boson systems (solid line) and that for the fermion systems (dashed line). The solid line and the dashed line converge. The concentration is low, because $e^c \gg 1$.](image)

![Fig. 4 Particle number evolutions for the boson systems (solid line) and that for fermion systems (dashed line). The solid line and the dashed line converge. The concentration is low, because $e^c \gg 1$.](image)

![Fig. 5 Temperature evolutions for the boson systems for the four cases. $\gamma^a$ and $\gamma^b$ increase and, thus, concentration decreases from the bottom curve to the top one for system $a$ and from the top curve to the bottom one for system $b$. $\gamma = \gamma^a = \gamma^b$ is kept constant. The curves for the two low concentration cases converge.](image)
Fig. 6 Normalized particle number evolutions for the boson systems for the four cases. \( \gamma^a \) and \( \gamma^b \) increase and, thus, concentration decreases from the bottom curve to the top one for system \( a \) and from the top curve to the bottom one for system \( b \). \( \gamma^a - \gamma^b \) is kept constant. The curves for the two low concentration cases converge.

Fig. 7 Temperature evolutions for the boson systems for different volumes and the same \( \gamma^a, \gamma^b \). The curves of the three cases converge.

Fig. 8 Normalized particle number evolution evolutions for boson systems for different volumes and the same \( \gamma^a, \gamma^b \). The curves of the three cases converge.

in concentration (Eq. (38)). Systems with the same particle number but different concentrations follow this type of behavior.

The size or volume effect can be studied by looking at systems with the same concentration but different volumes. Figures 7 and 8 show the particle number evolutions and temperature evolutions for boson system interactions for the different volumes but fixed \( \gamma^a \) and \( \gamma^b \) (or equivalently, system concentrations) and other parameters. The particle number curves are normalized by the total particle number at any instant of time. The \( e^c \) of systems \( a \) and \( b \) are chosen to be 1.2 and 1.5, respectively, and their temperatures 300 K and 1000 K. The volumes of the systems are chosen to be \( 10^{-5} \text{ m}^3 \), \( 10^{-9} \text{ m}^3 \), and \( 10^{-18} \text{ m}^3 \). It can be observed that there is no difference in normalized trajectory. This can be proven by substituting Eqs. (30)–(37) into Eq. (12) to acquire the explicit expression for \( \beta \) and \( \gamma \). Actually, under the conditions of Eq. (26), \( \beta \) and \( \gamma \) do not depend on \( V \) explicitly. Thus, the trajectory is not influenced by volume. However, for the case when the conditions of Eq. (26) do not hold, the natural logarithm of the grand partition function no longer depends linearly on volume as it does in Eq. (27). In this case, the size effect may appear and the summation of Eq. (24) cannot be calculated by polylogarithm function. Moreover, the size effect can also appear when the study is conducted in real time. However, this volume effect can only influence the speed of the system going through the trajectory but cannot change the trajectory or intermediate states of system state evolution.

5 Conclusions

The SEAQT framework is a powerful and novel approach for studying nonequilibrium phenomena, even those far-from-equilibrium, from the atomistic level up to the macroscopic. With this framework, heat and mass diffusion, even in realms far-from-equilibrium, can be modeled. Furthermore, with the concepts of hypoequilibrium state and nonequilibrium intensive property, a description of nonequilibrium states comparable to that at stable equilibrium is now possible. To illustrate this framework and these concepts, the kinetics of the nonequilibrium evolutions of heat and mass diffusion were predicted for interacting boson as well as fermion systems, and their state evolution trajectories in thermodynamic state space are determined. Emphasis is placed on the thermodynamic features of the trajectories with each revealing through which intermediate thermodynamic states the system evolves and by which sequence these states occur.

In addition, two kinds of effects influencing nonequilibrium trajectories have been studied. The concentration effect is shown to influence the state evolution trajectory in the weak degenerate realm, which comes from the indistinguishable feature of the particles. In contrast, size effect shows no influence on these trajectories in the high temperature limit where the discrete energy eigenlevels are treated as continuous. This is the case even though these changes influence system properties via the grand partition function.
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Nomenclature

\[ D = \text{dissipation term in the SEAQT equation of motion} \]
\[ D_{\text{self}} = \text{phenomenological self-diffusion coefficient} \]
\[ e = \text{energy of the system} \]
\[ H = \text{Hamiltonian} \]
\[ \text{Li}_S(z) = \text{polylogarithm function} \]
\[ M = \text{order of the hypoequilibrium state, i.e., the number of subsystems} \]
\[ n^a(b) = \text{particle number concentration in the system } a(b) \]
\[ N_k = \text{particle number of the } k\text{th eigenlevel} \]
\[ p = \{p_k\} \]
\( p_k \) = probability distribution among energy eigenlevels
\( p^{(b)}_k \) = probability distribution among energy eigenlevels in the system \( a(b) \)
\( s \) = entropy of the system
\( T^i \) = temperature of the \( i \)th subsystem
\( V \) = volume of the system
\( X^\beta \) = reversible term in the Ginzburg–Landau equation
\( Y^\beta \) = irreversible term in the Ginzburg–Landau equation
\( \alpha^{(b)}, \beta, \gamma \) = intermediate parameters of the equation of motion in the system \( a(b) \), defined by Eq. (14)
\( \beta^{(b)} \) = intensive properties corresponding to the energy in the system \( a(b) \)
\( \gamma^i \) = intensive properties corresponding to the energy in the \( i \)th subsystem
\( \alpha^{(b)} \) = intensive properties corresponding to the particle number in the system \( a(b) \)
\( \gamma \equiv \text{intensive properties corresponding to the particle number in the } i \text{th subsystem}
\( \delta x \) = dimension of \( a \)
\( \epsilon_i \) = energy of the \( i \)th eigenlevel
\( \epsilon_i^{(b)} \) = energy of the \( i \)th eigenlevel in the system \( a(b) \)
\( \theta(t) \) = state evolution trajectory in the Ginzburg–Landau equation
\( \lambda_T \) = de Broglie wavelength
\( \mu^i \) = chemical potential of the \( i \)th subsystem
\( \Xi^i \) = partition function in the \( i \)th subsystem and a function of \( f^{(i)}; \gamma^i \)
\( \rho \) = density operator
\( \tau \) = relaxation time in the SEAQT equation of motion
\( \tau \) = dimensionless time
\( \Omega \) = the set of the eigenlevels in the system
\( \Omega_i \) = the set of the eigenlevels in the \( i \)th subsystem
\( \langle \cdot \rangle \) = expectation value
\( \langle \cdot \rangle^{(b)} \) = expectation value in the system \( a(b) \)
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