Study of Nonequilibrium Size
and Concentration Effects on the
Heat and Mass Diffusion of
Indistinguishable Particles
Using Steepest-Entropy-Ascent
Quantum Thermodynamics

Conventional first-principle approaches for studying nonequilibrium processes depend
on the mechanics of individual particles or quantum states and as a result require many
details of the mechanical features of the system to arrive at a macroscopic property. In
contrast, thermodynamics, which has been successful in the stable equilibrium realm,
provides an approach for determining macroscopic properties without the mechanical
details. Nonetheless, this phenomenological approach is not generally applicable to a
nonequilibrium process except in the near-equilibrium realm and under the local equilib-
rium and continuum assumptions, both of which limit its ability to describe nonequili-
brium phenomena. Furthermore, predicting the thermodynamic features of a
nonequilibrium process (of entropy generation) across all scales is difficult. To address
these drawbacks, steepest-entropy-ascent quantum thermodynamics (SEAQT) can be
used. It provides a first-principle thermodynamic-ensemble based approach applicable to
the entire nonequilibrium realm even that far-from-equilibrium and does so with a single
kinematics and dynamics, which crosses all temporal and spatial scales. Based on prior
developments by the authors, SEAQT is used here to study the heat and mass diffusion of
indistinguishable particles. The study focuses on the thermodynamic features of far-from-
equilibrium state evolution, which is separated from the specific mechanics of individual
particle interactions. Results for nonequilibrium size (volume) and concentration effects
on the evolutionary state trajectory are presented for the case of high temperature and
low particle concentration, which, however, do not impact the generality of the theory
and will in future studies be relaxed. [DOI: 10.1115/1.4036735]
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1 Introduction

In addition to the phenomenological approach of studying heat
and mass diffusion using empirical equations, there also exist
numerous methods for modeling such nonequilibrium phenomena
from a first-principle standpoint with each restricted to its own
applicable set of spatial and temporal scales. At the macroscopic
level, continuum nonequilibrium thermodynamics with the local
equilibrium assumption is used but cannot generally be applied at
atomistic/mesoscopic scales since the small dimensions of the sys-
tem result in quantum and for that matter classical effects that the
continuum assumption cannot address. Moreover, nonequilibrium
processes in the far-from-equilibrium realm make the application
of the continuum formulation of nonequilibrium thermodynamics,
i.e., the so-called Onsager formulation (e.g., see Ref. [1]), ques-
tionable due to its underlying assumption of linearity or near-
equilibrium behavior. Furthermore, each specific set of spatial and
temporal scales usually entails a different kinematic and dynamic
description of system state and its motion. Thus, a general
approach which could provide a thermodynamic analysis of none-
quilibrium evolution, especially that far-from-equilibrium, across
different spatial and temporal scale has been lacking, even though
the general system properties of energy and entropy are well
defined [2] and their evolutions observable.
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To arrive at a general study of nonequilibrium state evolution
(i.e., of the entropy generation process), a mathematical frame-
work with a single kinematic and dynamic description that crosses
all the temporal and spatial scales and accounts for both noncon-
tinuum quantum and classical effects is needed. At the same time,
retaining the advantage of the equilibrium thermodynamic
approach, which is able to provide system property information
phenomenologically, is also desirable as is providing thermody-
namic features of system state and state evolution in the sense of a
nonequilibrium relaxation pattern (in the sense of GENERIC
[3.4]), which captures the complex and detailed dynamic balance
of particles or quantum states independent of the exact details of
the micromechanical interactions taking place. Such a framework
must also avoid the computational burdens inherent to existing
methods based on mechanics (e.g., the Boltzmann equation [5]
and molecular dynamics [6]) or quantum mechanics (e.g., “open-
system” quantum thermodynamics [7]) that require detailed inter-
action information of particles or quantum states.

A mathematical framework that meets these requirements is
that of SEAQT [8-13]. It can be used to model nonequilibrium
processes (even those far-from-equilibrium) from the atomistic to
the macroscopic level [14—19]. SEAQT bases its framework on
properties well defined at all scales for equilibrium as well as non-
equilibrium states such as the energy, particle number, and
entropy [2]. The nonlinear dynamics of state evolution are charac-
terized by the entropy generation, which results from the principle
of steepest entropy ascent (SEA). This principle forms the basis of
the equation of motion that tracks the evolution of energy and

DECEMBER 2017, Vol. 139 / 122003-1

Downloaded From: http://asmedigitalcollection.asme.org/ on 11/21/2017 Terms of Use: http://www.asme.or g/about-asme/ter ms-of-use



entropy in state space. Using the concept of hypoequilibrium state
(i.e., a nonequilibrium relaxation pattern), the nonequilibrium tra-
jectory of system state evolution for a large range of initial condi-
tions can be fully described [16-18,20]. In this way, the
thermodynamic analysis of both reactive and nonreactive none-
quilibrium phenomena, including heat and mass diffusion, can be
studied within a single framework. This characteristic of SEAQT
enables the comparative study of nonequilibrium trajectories for
coupled and uncoupled heat and mass diffusion at different spatial
scales. In addition, SEAQT is a first-principle, thermodynamic-
ensemble based approach, which views the nonequilibrium relaxa-
tion process from the point of view of an ensemble entity and as a
result avoids the computational burdens inherent to existing
mechanical approaches. Its equation of motion is, thus, able to
provide trajectories in thermodynamic state space independent of
the mechanical details of the relaxation process, i.e., of the details
of specific microscopic interactions. Nonequilibrium features of
system behavior are nonetheless clearly revealed.

In this paper, how concentration and system size influence the
heat and mass diffusion process is illustrated. Note that the
SEAQT framework requires no assumptions of equilibrium nor of
near-equilibrium. Furthermore, system energy eigenstructure
changes and entropy generation play key roles since system
dimensions influence the eigenstructure, while the eigenstructure
determines the topology of eigenstates that can be accessed by
any given thermodynamic state at any instant of time along the
nonequilibrium trajectory of state evolution. Size and concentra-
tion effects can, thus, be studied from the point of view of thermo-
dynamics. The present study focuses on the effects of
concentration and system size on the kinetics of the nonequili-
brium state evolution, specifically, the trajectory in thermody-
namic state space. The discussion is limited to the condition that
the temperature is sufficiently high and the concentration of the
particle is not too great so that Bose—Einstein condensation does
not occur. These conditions will be relaxed in future studies but
do not impact the generality of the theory described here. Results
for fermions and bosons are included here. Two kinds of size
effects are presented, i.e., those due to concentration and those
due to volume.

This paper starts with an introduction of the SEAQT equation
of motion in Sec. 2. Next, the important concepts of the kinetics
and dynamics of the nonequilibrium evolution are presented in
Sec. 2.1. This is followed by an illustration of hypoequilibrium
and nonequilibrium intensive properties in order to give a com-
plete description of the nonequilibrium state evolution in Sec. 2.2.
Section 3 then provides a discussion of how interactions between
systems are captured within the SEAQT framework followed by
results from the application of the SEAQT framework to the pre-
diction of the heat and mass diffusion of fermion and boson sys-
tems in Sec. 4. Section 5 then ends with some conclusions.

2 SEAQT Equation of Motion

2.1 SEAQT Equation of Motion. In this section, the system
and state description in SEAQT is given, and the equation of
motion is presented. According to the discussion by Grmela et al.
[3,4,21] and Beretta and coworkers [12,22], a nonequilibrium
framework is a combination of both irreversible relaxation and
reversible symplectic dynamics in general. The equation of
motion takes the generalized form of the Ginzburg-Landau equa-
tion [3,22]

d

where 0(r) represents the state evolution trajectory and X{f(r) and
Y,,H(t) are the functions of the system state 0(¢) and represent the

reversible symplectic dynamics and irreversible relaxation pro-
cess, respectively. In the SEAQT framework, the system is
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defined by the Hamiltonian H, the system state is represented by
the density operator p (or probability distribution in phase space
[18]), Xﬁt) follows the Schrodinger equation (or Louisville’s

equation [18]), and Yg{t) is derived from the SEA principle. To

describe the evolutionary process, we use conservation laws to
construct the equation of motion, following the approach given by
Ref. [23]. The result is

D 2)

where the first term is the Schrodinger term, and the second the
dissipation term. If the system is in a pure (zero-entropy) state ini-
tially, i.e., pp = p, the equation of motion reverts back to the
Schrodinger equation of quantum mechanics. If the system is in a
so-called mixed (nonzero-entropy) state initially and p is diagonal
in the energy eigenstate basis, p corresponds to a classical proba-
bility distribution in energy, and H commutes with  so that the
reversible term goes to zero even though p may not be a Maxwel-
lian distribution among the energy eigenlevels. The state evolution
of such a mixed-state operator cannot be captured by the reversi-
ble Schrodinger term and is instead given by the second term to
the right of the equals, the dissipation term, which captures the
probability redistribution toward the Maxwellian distribution. The
dissipation term is constructed using a set of operators called the
“generators of the motion.” Each generator corresponds to one of
the conservation laws to which the system is subjected. For exam-
ple, an isolated system is subject to two conservation laws, proba-
bility normalization and energy conservation, so that the
generators of the motion are {f H }, which are the identity opera-
tor (Tr{l, p} = 1) and the Hamiltonian (Tr{H, p} = energy). For
the case when p is diagonal in the energy eigenstate basis, i.e.,
only dissipation term is active, the equation of motion takes the
form [10]

—pilnpe  pr ek
(s) L (e

% (es)  (e) = —Di(p) 3)

where the p; are the diagonal terms of p, each of which represents
the probability of the system being in the kth energy eigenlevel, ¢,
is the energy eigenvalue of the kth eigenlevel, p is the vector
{pr}, (*) is the expectation value of the property given p, and 7 is
the relaxation time. The equation of motion, which generally con-
sists of an infinite number of ordinary differential equations, can
be solved using the concept of hypoequilibrium state and/or the
density of states method, both of which were developed by Li and
von Spakovsky [16]. A brief introduction to the concept of hypoe-
quilibrium state is given in Sec. 2.3.

2.2 Nonequilibrium Evolution: Kinetics and Dynamics. In
general, the equation of motion for a system with a given group of
conservation laws takes the following form:

dpk_ 1

dt  1(p)

D(p) “
where D, and t can be a function of p. Defining a new parameter
7, such that

———dt, or T= J ! df =7(t) 5)
w(p(1)) patn 7(p(1'))

where 7 is called the dimensionless time, the independent variable
for the equation of motion can be changed so that

dt =
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dpy _
dt

Di(p) ©)

The solution for this equation is written as
pe = pi(7) @)

No matter how the relaxation time t depends on the real time ¢
and the state, the equation of motion can always be transformed to
Eq. (6) with the parameter change defined by Eq. (5). Further-
more, the evolution of system state follows the same function (Eq.
(7)) in 7. Physically, this means that it follows the same thermody-
namic trajectory in state space.

By doing the preceding, the kinetics of the system evolution is
found via Egs. (6) and (7) and results in a unique trajectory in
state space based on the parameter 7. This trajectory gives the
intermediate states through which the system passes during state
relaxation and the sequence in which they occur. The dynamics is
found via Eq. (4) and the functional dependence t = t(p) and
results in the same trajectory in state space but this time based on
the real time . In this paper, a constant relaxation time 7 calcu-
lated via kinetic theory is used (see Sec. 3.2). A constant t allows
a discussion on the kinetics of the system state evolution, which
can be regarded as a thermodynamic property of the system’s non-
equilibrium evolution. Generally, the relaxation time t is deter-
mined based on the microscopic interactions or phenomena
causing the relaxation [17]. However, no matter what kind of
microscopic interaction causes the relaxation, a system’s nonequi-
librium state evolution follows the same trajectory, one decided
by its eigenstructure and the geometry of its system state space. In
this way, the thermodynamic features of relaxation are revealed
without going into the detailed microscopic mechanics of the
system.

2.3 Nonequilibrium State and State Evolution Description:
Hypoequilibrium. The thermodynamic features of the nonequili-
brium relaxation process generated by the SEAQT framework
have a number of useful characteristics, which allow a unique and
complete description of each nonequilibrium state via a set of
extensive and intensive properties (as opposed to via a distribution
function). Moreover, the definition of each nonequilibrium inten-
sive property is fundamental relative to the laws of thermodynam-
ics rather than phenomenological. Such a description is based on
the key concept of hypoequilibrium state developed by Li and von
Spakovsky [16,17], which is a direct result of the SEA principle.
The physical meaning of hypoequilibrium state is that for a sys-
tem in a nonequilibrium state, if a subset of its energy eigenlevels
are in mutual equilibrium (i.e., the probability distribution for
these levels is a Maxwellian distribution) that subset of levels will
remain in mutual equilibrium throughout the entire state evolution
of the system (i.e., the probability distribution of that subset
remains Maxwellian). Thus, a process of relaxation can be
described as follows. For any initial state (a distribution of proba-
bilities among the energy eigenlevels), the eigenlevels can always
be regrouped into many subsets such that in every subset the prob-
ability distribution is a Maxwellian distribution with a given
intensive property (e.g., temperature) [16,20]. However, the dif-
ferent subsets are not necessarily in mutual equilibrium with each
other. During the system relaxation process, the energy eigenle-
vels in one subset evolve together to reach mutual equilibrium
with the other subsets. The concept of hypoequilibrium state is,
thus, well defined for any state of the system and is fundamental
and, therefore, much more general than the local equilibrium
assumption. The latter discretizes a global system into many small
local systems, each of which is assumed at a phenomenological
level to approximately be in a state of equilibrium. In contrast, the
hypoequilibrium concept permits each local system to be repre-
sented by a nonequilibrium state (even on far-from-equilibrium)
for which the probability distribution is a non-Maxwellian
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distribution. In this section, the mathematical representation of
hypoequilibrium is given using a system whose state can be char-
acterized by energy and particle number and a Maxwellian distri-
bution with the intensive properties of temperature and chemical
potential. For proofs and a more detailed discussion on the hypoe-
quilibrium state concept, the reader is referred to Refs. [16,17],
and [20].

For a given system represented by an energy eigenlevel set
Q = {(&, Nr)}, where each energy eigenlevel is represented by a
pair of energy and particle number eigenvalues, the system can be
divided into M subsystems Q; = {(&},N})}, % NQ; = & and
Q = UQ;. For a system with £ and N conserved (or only E con-
served), if the probability distribution in each subsystem yields to
a grand canonical distribution (or canonical distribution), the sys-
tem is designated as being in an Mth-order hypoequilibrium state.
A hypoequilibrium state of order 1 corresponds to a state in stable
equilibrium. For a system with £ and N conserved, the probability
distribution of the Mth-order hypoequilibrium state takes the fol-
lowing form:

l
aeey 1147 i = p—
PTE )

where ' and 9" are the parameters, p’ is the total probability in
subsystem i, and E'(f',7") is the grand partition function of the
subsystem with parameters f3' and y'. The grand partition function
is written as

B 17 k=1,2,...w; (8)

w; »
() = et ©)
k=1

For a given Mth-order hypoequilibrium state, the intensive prop-
erties of the subsystems can be represented by f and y', or equiva-
lently using the temperature 7" and chemical potential x' defined by

i

-t 10
ky ' 1o

@ =T

A Mth-order hypoequilibrium state can then be represented by a
division {Q; = (&,Ni), i =1,...,M} of the system and a corre-
sponding triplet set {(p', f',7'), i = 1, ..., M}. The intensive prop-
erty set {(T', '), i = 1,...,M} is a generalization of the definition
of intensive property at stable equilibrium (7°9, u°%), which is also
a first-order hypoequilibrium state. Li and von Spakovsky proved
in Ref. [16] that if a system begins in an Mth-order hypoequili-
brium state, it will remain in an Mth-order hypoequilibrium state
throughout the state evolution as long as the same subsystem divi-
sion is maintained. Thus, the time evolution of the distribution
takes the following form:

Vi=1,2,...,M, pi(1) = = an

The intensive property set {(T'(¢), 1 (1)), i = 1,...,M} is also well
defined throughout the entire evolution, and the system evolution
can also be represented by the evolution of the triplet set

{(P' (1), B(1),y'(1)), i = 1,...,M} for a total of only 3 M variables.

3 SEAQT for Interacting Systems

3.1 Heat and Mass Interactions. The equation of motion is
designed to study the nonequilibrium relaxation process of an iso-
lated system. However, since interacting systems can be viewed
as a composite isolated nonequilibrium system of subsystems
whose interactions cause the relaxation process of the composite,
the SEAQT equation of motion calculate can be used to determine
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the evolution of these interacting systems as well. Furthermore, if
the states of the subsystems of the composite are themselves not
represented by a grand canonical (or canonical) distribution (i.e.,
they are in nonequilibrium states), higher order hypoequilibrium
states [16,20] can be applied and used to study the composite sys-
tem and its subsystem interactions.

The SEAQT framework, thus, explains these interactions on the
basis of thermodynamics. This contrasts with other nonequili-
brium approaches, which attempt to predict the nonequilibrium
relaxation process on the basis of mechanical microscopic interac-
tions. It also contrasts with traditional thermodynamics, which
necessarily limits its description to quasi-equilibrium processes
and the near-equilibrium realm. The SEAQT framework, on the
other hand, is able to not only describe these processes and this
realm but also nonquasi-equilibrium processes (e.g., see Ref. [18])
and the far-from-equilibrium realm as well [14-20].

Now, consider two interacting systems (systems a and b). The
composite system is not in stable equilibrium, and its state is rep-
resented by the probability distributions {p?} in system a and
{p?} in system b together. There are four conservation laws: prob-
ability normalization of system a, probability normalization of
system b, energy conservation of the composite system, and parti-
cle number conservation of the composite system. Based on SEA

and the conservation laws, {lm ,i b,ﬁ 71\7 } serve as the generators
of the motion and the equation of motion for system a takes the
following form [20,23]:

—pilnpy  p{ 0 &pi Nipg

()¢ 1 0 (o) (N)*

(s)" 0 L (e W)

(es) (&) ()" (&%) (eN)

dpy 17 (Ns) (N)* (N)> (eN) (N%) (12)

dt T 1 0 <e>a <N>a
0 L (e (N
(@ () (e?) (eN)
(NY (N)" (eN) (N?)

where <~>”<h) is the expectation value of a property in system a(b),
and (-) = () + (-)" is the expectation value of the total property
of the composite system. The numerator of the fraction to the right
of the equals can be expanded by the elements of the first row and
their cofactors such that
det = —piInp{C1 + piC5 + &piCs + NipiCa (13)
where Cy, C,, C3, and Cy are the cofactors of the first line of the
determinant. By defining
¢ _

C;
¢,

¢ 7

Cy
— = — 14
) Y (14)

the equation of motion transforms to

%*1(—01110—““—““}—1\]“(1 15
di 7 PP T P &riB — Nipy) (15)

If the two systems are in stable equilibrium states, the compos-
ite system is in a second-order hypoequilibrium state. Li and von
Spakovsky [20] have proven that the conclusions in Sec. 2.3 rela-
tive to the hypoequilibrium state still hold for the composite sys-
tem. Thus, the time evolution of the two systems takes the
following form:

alb (b) _ palb) (b)
ef/u ’J(r)N;’ B (0]

(16)
=0 () 0), 740 1))

System a(b) : p‘k‘,(h) (r) =

122003-4 / Vol. 139, DECEMBER 2017

The time evolution of (¢), f”(1), y(¢), and 7”(¢) can be solved
from the equation of motion for intensive properties [20], such
that

a(b)

systema(b) : dﬁTb[(z) = % (ﬁa(b)(f) - ﬁ(f)) an
yalb)

systema(b) : & db[ ) = % (Va<b) (1) — ”/(t)> (18)

where f and y are given by Eq. (14). For the general form where
two systems are in nonequilibrium states, the reader is referred to
the detailed discussion given in Ref. [20].

3.2 Relaxation Time 7. Depending on which type of interac-
tion is of interest, the relaxation time 7 can be estimated using fun-
damental transport information such as a diffusion coefficient, a
chemical reaction rate constant [16,19], or a viscosity. The self-
diffusion coefficient is used here. If we assumed that diffusion
dominates the relaxation of the system, the relation between the
system relaxation time and its self-diffusion coefficient D as
derived in Ref. [16] is given by

(o)’
B 2Dself

T 19)

where dx is the distance between the centers of the interacting sys-
tems (approximated by the dimension of system « here) and
Dgetr = Dseir(P, T) is a function of the pressure P and the tempera-
ture 7. The dependence of the diffusion coefficient on temperature
for gases is acquired by using the Chapman—Enskog theory. For
the binary diffusion of A and B, the diffusion coefficient takes the
form

~ 0.00185837°%/2\/1/Mx + 1/Mg

Pof‘BQ

AB (20)

where Patm] is the pressure, T[K] is the temperature, M, and Mp
are the standard atomic weight, o4z[A] is the average collision
diameter, and Q is a temperature-dependent collision integral. In
the study below of the self-diffusion of Helium-3, the parameters
of A and B are both chosen to be that of the Helium-3 molecule,
while 645[A] and Q are both taken from tabulated data [24]. For
simplicity, the self-diffusion coefficient for Helium-3 is used to
get the order of magnitude for a constant 7. For Helium-3 at 1 atm
and 300K, 7 ~ 107 s for 6x = 1 mm. In order to study the indis-
tinguishable effect of Helium-3 and Helium-4 on the thermody-
namic trajectories predicted minus the influence of the isotope
mass effect on relaxation time (see Eq. (20)), dimensionless time
is used in the results.

3.3 Many Particle System. For a many particle system, the
occupation number representation is used, and the state space is a
Fock space, which is the sum of N-particle state spaces [25]. The
N-particle basis state is |1y, 1,,, My, ...), 2 M, = N. The space
spanned by the occupation number basis is the Fock space
F =@y Fn, where Fy = span{|n,, ,n,,,n,,,...)|> m, =N}
For independent particles, the occupation number basis is also the
energy eigenlevels of the Hamiltonian. The occupation number
n,, is the particle number distributed in single-particle energy
eigenlevels v, with values of

fermions : n,, = 0,1 21

bosons : n,, =0,1,2,... (22)

In order to get system properties, the grand partition function is
calculated, which is defined by
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(23)

2B = Y e Y et
N SN

where Ej, is the N-particle energy eigenvalue of the Syth eigenle-
vel. The sum over Sy is a summation over N-particle energy
eigenlevels. The natural logarithm of the partition function in
terms of the single-particle energy eigenlevels ¢, then takes the
following form:

InE(B,7) = £ _In(1xe?Fe) (24)
k

where fermions take the plus sign and bosons the minus sign.

The single-particle energy eigenlevels are chosen to be those
for free particles in a box with Helium-3 as fermions and Helium-
4 as bosons. Thus,

hz X ? Y ? & ’
o= () (2 (1)) e

where n,, ny, and n. are the quantum numbers for the translational
energy eigenlevels, L., L,, and L, are the three dimensions of the
box, 7 is the reduced Plank constant, and m is the mass of a parti-
cle. The volume is given by V = L.L,L.. If the system yields to
the two conditions

., 1 8mlL?
e <1,[3<<A8— P2 (26)
which mean that the concentration is not too high (i.e., the weak
degenerate condition) and the temperature is much higher than the
characteristic temperature for translation (i.e., the quasi-
continuous condition). The natural logarithm of the partition func-
tion can then be calculated using

\%4 ,
InE(B,7) = ¥ 5 (25 + 1)Lisp(Fe™7)
A

@7

~5

where fermions take the minus sign and bosons the plus sign, s is
the spin of a particle, (2s + 1) is the degeneracy of the spin, Li;(z)
is the polylogarithm function defined by

0k

Liy(z) = Z%

k

(28)

and /7, a function of f3, is the de Broglie wavelength of the ther-
mal energy defined by

h h

Ar = = 29
’ V2mmky T \/27m/B @9
The properties for system a are then given by
N)* = 5V (25 + DLisp(Fe ") 30
<>*+;—3(S+)l3/2+6’ (30)
‘T
V3 “
=3 2s + 1)Lisp(Fe™ 1
(e) +/l;2,3a( s+1) 15/2(+e ) 31
() =k (7lnE“ + y"(N)”) (32)
2 15
()" = ((E)")” +———InZ" (33)
4(p°)*
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v

(N? = ((N)*)*= 7 (25 + 1)Liy p(Fe ) (34)
‘T
(N = () ()% T2 (s + Deisa(Fe ) G9)
AT
(sN)* = k(B (eN)* 4+ " (N?)* + InZ(N)*) (36)
(es)" = k(B (e®)* + 7% (eN)* + InE%(e)") 37)

where fermions take the minus sign and bosons the plus sign. The
properties for system b have the same form. These properties are
used to calculate the ff and 7y in Eq. (14). From Eq. (38), one can
arrive at the expression for the particle number concentration,
namely,

(25 + 1Liz o (Fe7")

3
At

a(b) = F

(38)

where again fermions take the minus sign and bosons the plus
sign. It should be noted that the restrictions on concentration and
temperature (Eq. (26)) employed here are only used to obtain a
simple expression for the partition function (Eq. (27)) and do not
in anyway limit the generality of the theory nor the thermody-
namic conclusions described in Secs. 2 and 3.1. When condition
(26) does not hold (e.g., in the case of Bose—Einstein condensa-
tion), one can evaluate the partition function using Eq. (24) and
apply the SEAQT framework in the same way illustrated previ-
ously. Applications of this framework for more general conditions
will be presented in future studies.

4 Results and Discussion

The SEAQT model is applied to study the size effects on heat
and mass diffusion. The discussion of size effects focuses on their
influence on the thermodynamic properties or kinetics of the
relaxation process since the results are shown in dimensionless
time. There are two ways for quantum mechanics to influence the
thermodynamic properties of the system. One is from the fact that
energy eigenlevels are discrete at temperatures close to or lower
than the characteristic temperature for a given energy mode (e.g.,
that of translation, rotation, vibration, etc.). The other is from the
indistinguishable feature of a particle, where statistical correla-
tions are important. The results presented here are limited to the
realm where Eq. (26) holds, i.e., where the temperature is signifi-
cantly higher than the characteristic temperature for translation

Temperature

1100

= System a: Boson
System b: Boson
= = System a: Fermion
= = System b: Fermion

1000

900

800

Temperature (K)
~
8

600 -
500 -
400
300 . . . . )
0 1 2 3 4 5
Dimesionless time
Fig. 1 Temperature evolutions for the boson systems (solid

line) and that for the fermion systems (dashed line). The con-
centration is high, because e’ ~ 10.
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Fig.2 Particle number evolutions for the boson systems (solid
line) and that for the fermion systems (dashed line). The con-
centration is high, because e’ ~ 10.

(condition #2 of Eq. (26)) and the chemical potential is not too
low (condition #1 of Eq. (26)) so that the system is in the weak
degenerate realm. For strong degenerate effects, such as with
Bose—FEinstein condensation (i.e., ¢/ < 1 or e77 > 1), Eq. (27)
needs an additional term for the energy ground state, but this is
left for a future paper. Nonetheless, the indistinguishable feature
of the particles still influences the nonequilibrium relaxation pro-
cess in this realm when ¢’ is not too large (¢’ < 10%) or 77 is not
too small (¢~7 > 107%). Furthermore, since the temperature is
much higher than the characteristic translational temperature, the
quantum effect from discrete energy eigenlevels is not studied
here and is also left for a future paper. For the discrete case, the
summation in Eq. (24) could not be calculated by the polylogar-
ithm function.

The particle number evolutions and temperature evolutions for
bosons and fermions are shown in Figs. 1-4. The temperatures of
system a and system b are chosen to be 300 K and 1000 K, respec-
tively. In Figs. 1 and 2, the e of system a and system b are chosen
to be 1.2 and 1.5, respectively. In Figs. 3 and 4, the ¢’ of system a
and system b are chosen to be 1.2 x 10° and 1.5 x 10°, respec-
tively. The solid line is for the interacting boson systems, and the
dashed line is for the interacting fermion systems. In order to

Temperature
1100
System a: Boson
= System b: Boson
1000 = = System a: Fermion|
= = System b: Fermion|
900
<
~ 800
[
=
=
=
® 700
o
o
QE, 600 [
[
500 [
400 |
300 : ' : ' :
0 1 2 3 4 5

Dimesionless time

Fig. 3 Temperature evolutions for the boson systems (solid
line) and that for the fermion systems (dashed line). The solid
line and the dashed line converge. The concentration is low,
because e’ > 1.
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Particle Number
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= = System a: Fermion|
= = System b: Fermion|

Particle Number (particle)

0.4 1 L L L )
0 1 2 3 4 5

Dimesionless time

Fig. 4 Particle number evolutions for the boson systems (solid
line) and that for fermion systems (dashed line). The solid line
and the dashed line converge. The concentration is low,
because e’ > 1.

make a comparison, in all the four figures (Figs. 1-4), fermions
and bosons are assumed to have the same particle mass mye, and
the same box size of 10~ m™ This comparison also necessitates
removing the degenerate influence, which requires that the parti-
cle number, Eq. (30), for system a and the particle number for sys-
tem b be divided by their respective degeneracies, which for a
single particle with spin s is 2s 4+ 1. From these four figures, one
can observe that the difference in the behavior of fermions and
bosons decreases as e’ increases which in turn means that the con-
centration (Eq. (38)) decreases. At the low concentration limit,
e’ > 1, both fermions and bosons go back to being classical
particles.

In Figs. 5 and 6, four cases for the boson systems are modeled
in order to study the effect due to concentration changes. The tem-
peratures of the two systems are those for Figs. 1-4. (e?, ¢?") are
chosen to be (1.2,1.5), (12, 15), (1200, 1500), and
(1.2 x 10%,1.5 x 10%), where the difference y* — 7” remains the
same. It can be observed that the concentration effect influences
the thermodynamic trajectory of the nonequilibrium evolutions
via changes in 7 (chemical potential) or equivalently via changes

Temperature
1100

System a
System b

1000

700

600

Temperature (K)

500

400

300 | L L 1 )
0 1 2 3 4 5

Dimesionless time

Fig. 5 Temperature evolutions for the boson systems for the
four cases. y? and yb increase and, thus, concentration
decreases from the bottom curve to the top one for system a
and from the top curve to the bottom one for system b. y7—y? is
kept constant. The curves for the two low concentration cases
converge.
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Fig. 6 Normalized particle number evolutions for the boson
systems for the four cases. y? and y° increase and, thus, con-
centration decreases from the bottom curve to the top one for
system a and from the top curve to the bottom one for system
b. y2—y® is kept constant. The curves for the two low concentra-
tion cases converge.
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Fig. 7 Temperature evolutions for the boson systems for dif-
ferent volumes and the same (y?,y?). The curves of the three
cases converge.
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Fig. 8 Normalized particle number evolution evolutions for

boson systems for different volumes and the same (y2,y?). The
curves of the three cases converge.
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in concentration (Eq. (38)). Systems with the same particle num-
ber but different concentrations follow this type of behavior.

The size or volume effect can be studied by looking at systems
with the same concentration but different volumes. Figures 7 and
8 show the particle number evolutions and temperature evolutions
for boson system interactions for the different volumes but fixed
y* and 9" (or equivalently, system concentrations) and other
parameters. The particle number curves are normalized by the
total particle number at any instant of time. The e’ of systems a
and b are chosen to be 1.2 and 1.5, respectively, and their temper-
atures 300 K and 1000 K. The volumes of the systems are chosen
to be 1073 m3, 107° m3, and 107'® m>. It can be observed that
there is no difference in normalized trajectory. This can be proven
by substituting Egs. (30)—(37) into Eq. (12) to acquire the explicit
expression for f§ and y. Actually, under the conditions of Eq. (26),
f and 7y do not depend on V explicitly. Thus, the trajectory is not
influenced by volume. However, for the case when the conditions
of Eq. (26) do not hold, the natural logarithm of the grand parti-
tion function no longer depends linearly on volume as it does in
Eq. (27). In this case, the size effect may appear and the summa-
tion of Eq. (24) cannot be calculated by polylogarithm function.
Moreover, the size effect can also appear when the study is con-
ducted in real time. However, this volume effect can only influ-
ence the speed of the system going through the trajectory but
cannot change the trajectory or intermediate states of system state
evolution.

5 Conclusions

The SEAQT framework is a powerful and novel approach for
studying nonequilibrium phenomena, even those far-from-
equilibrium, from the atomistic level up to the macroscopic. With
this framework, heat and mass diffusion, even in realms far-from-
equilibrium, can be modeled. Furthermore, with the concepts of
hypoequilibrium state and nonequilibrium intensive property, a
description of nonequilibrium states comparable to that at stable
equilibrium is now possible. To illustrate this framework and
these concepts, the kinetics of the nonequilibrium evolutions of
heat and mass diffusion were predicted for interacting boson as
well as fermion systems, and their state evolution trajectories in
thermodynamic state space are determined. Emphasis is placed on
the thermodynamic features of the trajectories with each revealing
through which intermediate thermodynamic states the system
evolves and by which sequence these states occur.

In addition, two kinds of effects influencing nonequilibrium tra-
jectories have been studied. The concentration effect is shown to
influence the state evolution trajectory in the weak degenerate
realm, which comes from the indistinguishable feature of the par-
ticles. In contrast, size effect shows no influence on these trajectories
in the high temperature limit where the discrete energy eigenlevels
are treated as continuous. This is the case even though these changes
influence system properties via the grand partition function.
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Nomenclature

D = dissipation term in the SEAQT equation of motion
Dy = phenomenological self-diffusion coefficient
e = energy of the system
H = Hamiltonian
Lis(z) = polylogarithm function
M = order of the hypoequilibrium state, i.e., the number of
subsystems

n??) = particle number concentration in the system a(b)

N, = particle number of the kth eigenlevel
p={m}

DECEMBER 2017, Vol. 139 / 122003-7

Downloaded From: http://asmedigitalcollection.asme.org/ on 11/21/2017 Terms of Use: http://www.asme.or g/about-asme/ter ms-of-use



pr = probability distribution among energy eigenlevels

®) = probability distribution among energy eigenlevels in

the system a(b)

a
Py

s = entropy of the system
T' = temperature of the ith subsystem
= volume of the system
Xf;’ = reversible term in the Ginzburg-Landau equation
Y} = reversible term in the Ginzburg-Landau equation
Y g{[) = irreversible term in the Ginzburg—Landau equation

a“®) B,y = intermediate parameters of the equation of motion in
the system a(b), defined by Eq. (14)
ﬁ”(") = intensive properties corresponding to the energy in
the system a(b)
f = intensive properties corresponding to the energy in
the ith subsystem

() — intensive properties corresponding to the particle
number in the system a(b)
7' = intensive properties corresponding to the particle

number in the ith subsystem
Jox = dimension of system a
& = energy of the kth eigenlevel
& ) = energy of the kth eigenlevel in the system a(b)
0(r) = state evolution trajectory in the Ginzburg—Landau
equation
/7 = de Broglie wavelength
u' = chemical potential of the ith subsystem
E' = partition function in the ith subsystem and a function
of (B',7")
p = density operator
T = relaxation time in the SEAQT equation of motion
7 = dimensionless time
Q = the set of the eigenlevels in the system
Q; = the set of the eigenlevels in the ith subsystem
-) = expectation value
)

= expectation value in the system a(b)
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